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Most models of visual saliency operate on two-dimensional images, using elementary image features
such as intensity, color, or orientation. The human visual system, however, needs to function in complex
three-dimensional environments, where depth information is often available and may be used to guide
the bottom-up attentional selection process. In this report we extend a model of proto-object based sal-
iency to include depth information and evaluate its performance on three separate three-dimensional eye
tracking datasets. Our results show that the additional depth information provides a small, but statisti-
cally significant, improvement in the model’s ability to predict perceptual saliency (eye fixations) in nat-
ural scenes. The computational mechanisms of our model have direct neural correlates, and our results
provide further evidence that proto-objects help to establish perceptual organization of the scene.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction map” whose maxima indicate where selective attention is
The brain receives large amounts of visual information that it
must make sense of in real-time. Processing the entire visual field
with the same level of detail present at the fovea would be an
exceedingly complex and costly task requiring much greater com-
putational resources than are available (Tsotsos, 1990). As a result,
primates select only the most relevant information and discard the
rest, a process known as selective attention. Visual attention is
controlled by both bottom-up and top-down mechanisms, which
interact to influence the organism’s behavior (Yarbus, 1967).
Bottom-up attention is involuntary and signal-driven, largely due
to the fact that some stimuli are more conspicuous and able to
stand out from their surroundings. Top-down attention is task-
dependent, and can take into account semantic information such
as the familiarity or interestingness of an object, which biases
the organism’s attention based on its internal state or goals.

Many models of visual attention are constructed with a bottom-
up architecture and rely on local contrast in low-level features
such as intensity, color, orientation, or motion. Biologically-
plausible center-surround differences across different feature
channels of an input image can be used to compute a ‘‘saliency
deployed (Koch & Ullman, 1985; Niebur & Koch, 1996; Itti, Koch,
& Niebur, 1998). However, there is both psychophysical
(Einhäuser, Spain, & Perona, 2008) and neurophysiological (Zhou,
Friedman, & von der Heydt, 2000; Qiu, Sugihara, & von der
Heydt, 2007) evidence that attention relies not only on these sim-
ple image features, but also on the perceptual organization of the
visual scene into tentative objects, or proto-objects (Rensink,
2000). A biologically-inspired model of proto-object based saliency
has been proposed to take into account these recent findings (Craft,
Schütze, Niebur, & von der Heydt, 2007; Mihalas, Dong, von der
Heydt, & Niebur, 2011; Russell, Mihalas, von der Heydt, Niebur, &
Etienne-Cummings, 2014). The model includes border ownership
selective cells (referred to as border ownership cells in the follow-
ing) and grouping cells, which interact to achieve figure-ground
segmentation of the image into proto-objects (figures) and the
background (ground). Border ownership cells have been found in
primate visual cortex, with the majority of neurons in area V2 hav-
ing this property. These cells signal in their neural activity the one-
sided assignment of an object border to the region perceived as fig-
ure (Zhou et al., 2000). Border ownership cells are also modulated
by attentional influences (Qiu et al., 2007). Grouping cells integrate
global context information about proto-objects in the scene
according to Gestalt principles such as closure, continuity, convex-
ity, etc. Importantly, grouping cells act at intermediate stages of
vision and do not require higher-level information about object
identity, semantic knowledge, etc. They send feedback to border
ownership cells via fast white matter projections, which bias
the activity of border ownership cells to reflect the correct
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figure-ground segmentation of proto-objects. In this framework,
visual saliency is a function of grouping cell activity, which repre-
sents the size and location of proto-objects within the image.

Border ownership cells have been shown to respond to figure
edges defined by a variety of image features, e.g. luminance edges,
color edges, etc. When no monocular edge information is present
(i.e. when the figures are defined by random dot stereograms using
only binocular disparity), border ownership selectivity is also
imparted by stereoscopic edges (Qiu & von der Heydt, 2005). Criti-
cally, their response to these different figural cues is typically the
same in the two-dimensional (2D) and three-dimensional (3D) cases
– the preferred side-of-figure of border ownership cells is consistent
for all cues that define the figure. The activity of border ownership
cells thus provides an interpretation of the visual scene in terms of
depth-ordered surfaces that correspond to objects in 3D space.

In a separate line of work, it has been shown that surface repre-
sentations play a key role in intermediate-level vision, and that
visual attention can be deployed at the level of perceptual surfaces
(He & Nakayama, 1992; He & Nakayama, 1995, for a model of
attention to surfaces see Hu, von der Heydt, & Niebur, 2015).
Despite these experimental observations, current models of border
ownership do not explicitly use depth information and do not
address how traditional 2D Gestalt cues interact with depth cues
during the figure-ground segmentation process. An exception is a
study by Mishra, Shrivastava, and Aloimonos (2012) who used
computer vision methods to compute border ownership from
low-level depth information and then performed object segmenta-
tion in natural images.

Even though in recent years stereoscopic 3D content has
become increasingly prevalent, e.g. in the viewing of entertainment
programs in cinemas and homes, little is known about how visual
attention is deployed within 3D environments. It is thus important
to understand how humans allocate their attention when viewing
natural images and videos in 3D (Le Callet & Niebur, 2013). Binoc-
ular disparity cues, which can be used to generate strong depth
percepts, have been shown to alter different aspects of eye move-
ments when participants viewed 3D images (Jansen, Onat, & König,
2009) and videos (Huynh-Thu & Schiatti, 2011). Only recently have
3D eye tracking datasets been made available which can be used to
compare human eye movements with predictions of attentional
models. The availability of these datasets and the recent explosion
in new 3D content makes it possible to design computational mod-
els of 3D saliency and evaluate their performance objectively.

The goals of our research are (1) to extend a proto-object based
saliency model (Russell et al., 2014) to include depth information,
and (2) to evaluate its performance in perceptual saliency predic-
tion. We show that combining 2D Gestalt cues with depth cues
improves the performance of our model on three different 3D
eye tracking datasets. In the model, depth information along with
other 2D features biases grouping cell activity, which then inter-
acts with border ownership cells to represent proto-objects, the
tentative objects within the scene. These proto-objects are a first
step in figure-ground segmentation of the image, and also give
an indication of the salient points within the image. We evaluate
the proto-object saliency maps produced by our model against
ground truth data in the form of human eye fixations using a bat-
tery of different metrics.

2. Related work

2.1. Models of 3D visual attention

Compared to the number of models that have been proposed for
2D visual saliency, relatively few attempts have been made to
study how visual attention is deployed within 3D environments.
Existing models of 3D visual attention often compute a 2D saliency
map which is then combined with the depth information to pro-
duce a new saliency map. These models fall into three categories
(Wang, DaSilva, LeCallet, & Ricordel, 2013) based on how the depth
information is used: stereovision models, depth-weighting models,
and depth-saliency models. For a comprehensive review of 3D
visual attention models, see Wang et al. (2013), Ma and Hang
(2015).

While the depth-weighting and depth-saliency models assume
that a depth map has been computed, without specifying how,
stereovision models explicitly implement the computation of
depth information from the left and right views of the scene, thus
replicating the human visual system’s stereoscopic perception. An
example of this is a study by Bruce and Tsotsos (2005), which
extended a 2D selective tuning model of attention to also incorpo-
rate binocular information. However, no quantitative assessment
of this model was performed.

Depth-weighting models use a base 2D saliency model (com-
puted using one of the existing methods) and then multiplicatively
weight the resulting saliency map with the depth information.
Regions that are closer to the observer obtain higher weights, cor-
responding to greater combined saliency. In a model developed by
Lang et al. (2012), novel depth priors are learned from a training
portion of the data, and these are then combined with the output
of a 2D saliency model either using pixel-wise addition or multipli-
cation. With these depth priors, the authors find an increase of per-
formance by 6–7% on their dataset compared to the base 2D model
without depth information.

Depth-saliency models come in two flavors. In one, both a depth
saliency map, obtained from depth alone, and a more traditional
saliency map, obtained from 2D information alone, are computed.
The two maps are then linearly combined to generate the final sal-
iency map. Wang et al. (2013) determine depth saliency in a sepa-
rate experiment involving synthetic stereoscopic stimuli, which
allows them to reduce the influence of monocular depth cues, as
well as control for the depth of objects and the background. With
their experimental results, they propose a probabilistic model of
depth saliency, where the probability of a point being fixated in
3D space is related to the magnitude of center-surround differ-
ences in depth contrast. Linearly combining these two saliency
maps in a 1:1 ratio (50% weight each for 2D features and depth
information) results in better performance on their dataset. In
the second type of depth-saliency models, depth information is
treated as an additional feature channel, on the same footing as
intensity, color, orientation, etc. The final saliency map is then a
function of depth as well as of these other features (Ouerhani &
Hügli, 2000; Jost, Ouerhani, von Wartburg, Müri, & Hügli, 2004;
Hügli, Jost, & Ouerhani, 2005).

Our approach falls in the latter class of depth-saliency models,
where all image features, including depth, interact through linear
combination resulting in the final saliency map. Our model is com-
pletely integrated – depth information is treated as another cue
which interacts with 2D Gestalt cues to influence figure-ground
assignment of proto-objects within the scene. This agrees with
anatomical and neurophysiological data that show that disparity
selective cells, which are important for encoding stereoscopic
depth information, are found in the same early cortical areas as
neurons representing other features used in typical saliency mod-
els, like color and orientation (Hubel & Wiesel, 1962; Poggio,
Gonzalez, & Krause, 1988). Different from previous models
(Ouerhani & Hügli, 2000; Jost et al., 2004; Hügli et al., 2005), our
model is not only based on basic image features (like color, inten-
sity, etc. ) but it includes elements of perceptual organization, in
particular proto-objects. The model is an extension of a previously
described 2D model (Russell et al., 2014) and is constructed by
including depth information as an additional feature. All features
are used to determine proto-object based saliency.



Fig. 1. Examples of data used and results obtained. Columns (left to right) show one example each of the original image with its corresponding depth map, fixation map, our
saliency model without (S) and with (Sd) depth information for the three 3D eye tracking datasets: (a) NUS-3D. (b) Gaze-3D. (c) NCTU-3D.
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We tested our model on the three 3D eye tracking datasets
listed in the next section, and we compared results with and with-
out the added depth information.

2.2. 3D eyetracking datasets

A common method for evaluating the quality of computational
models of visual attention is to compare their performance in the
prediction of human eye movements. Since its introduction by
Parkhurst, Law, and Niebur (2002), this method has been used in
a large number of studies, both for static and dynamic scenes
(video) and both for human and non-human primates (for a recent
review see Borji & Itti, 2013). Nearly all of this work has been lim-
ited, however, to 2D scenes.

In order to evaluate 3D attention models, eye tracking data on a
variety of visual scenes have to be collected. We use datasets of
natural images consisting of color images and associated depth
maps along with human fixations for each image. Predictions of
saliency maps for eye movements can then be compared to the
ground truth fixation data using various metrics. Below, three such
publicly available datasets are described. Fig. 1 shows one example
of the data available from each of them.

The NUS-3D dataset (Lang et al., 2012) contains 600 RGB and
depth image pairs, each with a resolution of 640 � 480 pixels.
The images show various scenes around the National University
of Singapore (NUS) campus and were collected with a Microsoft
Kinect camera, which is capable of recording both RGB and depth
images. The Kinect depth sensor is affected by ambient lighting
and has a depth range of only about 4 m, which restricts the types
of scenes it can accurately capture. The images were presented to
80 participants and each participant’s eye tracking data was cap-
tured in both 2D and 3D free-viewing experiments. The 3D stimuli
were generated by virtual view synthesis (see Lang et al., 2012, for
details) but the synthesized 3D images are not available to the
public. Only the raw and smoothed depth maps from the Kinect
as well as the fixation density maps for the 2D and 3D viewing
conditions are available.

The Gaze-3D dataset (Wang et al., 2013) consists of 18
stereoscopic images, along with their associated disparity maps
and perceived depth maps (perceived depth is computed from
raw disparity by taking into account viewing distance and display
properties; see Wang et al., 2013, for details). The ground truth dis-
parity maps were calculated from separate left and right image
views using an optical flow method (Werlberger et al., 2009). The
images come from the Middlebury 2005/2006 stereo image dataset
(Scharstein & Pal, 2007) and the IVC 3D image dataset (Urvoy et al.,
2012). The dataset also contains raw eye tracking data for both the
left and right eyes, as well as processed fixation density maps from
a total of 35 participants. The images are high resolution
(1300 � 1080 pixels for the Middlebury subset and
1920 � 1080 pixels for the IVC subset) and have relatively accu-
rate depth information. A limitation is the small number of images
in the dataset.

The NCTU-3D dataset (Ma & Hang, 2015) consists of 475 2D
images with a resolution of 1920 � 1080 pixels along with their
corresponding depth maps and eye tracking data. The eye tracking
data is in the form of fixation density maps and binary fixation
maps. The images in the dataset were collected from randomly
selected frames extracted from 11 different sequences of 3D videos
from either Youtube (youtube.com) or 3dtv (3dtv.at). The depth
maps were generated from left and right eye views using Depth
Estimation Reference Software (DERS; version 5.0). A total of 16
participants freely viewed the videos in 3D.

3. Model

Our approach is based on the proto-object based saliency model
proposed by Russell et al. (2014). In the model, grouping cells
group visual features into proto-objects that are characterized by
their locations and spatial scales. The large annular receptive fields
of the grouping cells enforce the Gestalt principles of closure and
convexity, which in turn biases the activity of proto-objects
towards the center of objects. Proto-objects are then a means to
organize the scene into separate figures as well as the background.
The grouping mechanism operates on multiple feature channels
and incorporates competition between proto-objects of similar size
and feature type. The model explains the development of border
ownership findings in primate cortex (Craft et al., 2007; Zhou



Fig. 2. Proto-object saliency model with added depth information. The depth map is represented by the image at the top, far right, and the 2D image is to its left. Based on
Fig. 5 of Russell et al. (2014).

2 Exceptions are T-junctions (Heitger & von der Heydt, 1993) and extremal edges
(Palmer & Ghose, 2008; Ramenahalli, Mihalas, & Niebur, 2011, 2012, 2014) both o
which are local cues that provide information about edge polarity.
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et al., 2000). Given that human eye movements tend to fall pre-
dominantly on objects (Borji, Sihite, & Itti, 2013 but see
Einhäuser et al. (2008) for a different view), which are often closed
and convex, the locations of proto-objects are also assumed to cor-
relate with the salient points within the image. For a full descrip-
tion of the original model, we refer the reader to Russell et al.
(2014).

We extend this model to include depth information. Since some
images have border artifacts, all images are cropped to avoid spu-
rious model responses at the borders. To achieve scale invariance,
we create an image pyramid spanning 8–10 octaves (depending on
the size of the image) by successively down-sampling the input
image in steps of 2. We use a minimum cut-off image size of
3� 3 pixels, such that pyramid levels that would reduce the image
size below 3� 3 pixels are not included in our model. All opera-
tions are applied independently to each feature and at each level
of the feature pyramids, except for when the scales and features
are combined to obtain the final saliency map. Each layer of the
network represents the neural activity of an array of neurons
which tile the visual scene and which are propagated to other lay-
ers in the network through feedforward connections. The receptive
fields of neurons are described by different correlation kernels, and
the image input to each neuron in the model is calculated using the
correlation operation. The model was implemented using MATLAB
(Mathworks, Natick, MA). A model overview is shown in Fig. 2.

In this report, we will refer to the saliency map generated by the
original 2D model without depth information as S, and to the sal-
iency model generated by our new model, which incorporates
depth information as Sd. To compute S, the model accepts an input
RGB image and decomposes it into different feature channels: one
intensity channel, four color-opponency channels, and four orien-
tation channels. Rather than providing ‘‘raw” stereoscopic disparity
information in the form of different images to the two eyes (or reti-
nae), we assume that the transformation from disparity informa-
tion to depth has been performed at the input level to our
model. There is well-known neuronal circuitry that transforms
stereoscopic disparity into depth information (e.g. Poggio &
Poggio, 1984) and the explicit representation of depth is more
appropriate for the intermediate-vision conceptual level of our
proto-object based model than the ‘‘raw” representation in terms
of binocular disparity. Therefore, to compute Sd, we add an addi-
tional depth feature channel obtained from the input depth image.
Within each feature channel, we perform edge filtering (using ori-
ented Gabor filters at 4 orientations) to obtain the location of
proto-object borders. In order to perform feedforward computation
of figure-ground segregation, we employ a center-surround mech-
anism, similar to that used by Itti et al. (1998); such mechanisms
have been observed at multiple stages in the brain, including
retina, lateral geniculate nucleus, and cortex (ibid ). This center-
surround mechanism provides context information about proto-
objects, and biases the activity of border-ownership cells with pre-
ferred directions that match the location of the figure.

For the 2D features used in our model, the center-surround
mechanism is symmetric with respect to figure-ground contrast
polarity (e.g. light figures on dark backgrounds or dark figures on
light background result in the same net salience contribution). In
contrast, for the depth channel we compute the center-surround
differences in an asymmetrical manner, consistent with the kind
of information provided by stereoscopic depth. While most feature
differences across a contour are not predictive about which of its
sides is the foreground2, stereoscopic depth (disparity) provides
nearly unambiguous information about which side of the border is
closer to the observer. This side ‘‘owns” the object border when con-
sidered in a depth ordering sense and is part of the foreground. Phys-
iological data show that the responses of border ownership cells to
disparity differences across a figure edge are in agreement with this
observation (Zhou et al., 2000; Qiu & von der Heydt, 2005). There-
fore, in our model near vs. far depth differences bias the activity of
border ownership cells such that the near side is more likely to be
classified as the foreground object. Integrating depth information
into the representation of an object by its contours is a critical differ-
ence between our model and other depth saliency models which
f
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directly combine depth feature information with 2D information,
without taking into account perceptual grouping effects (e.g.
Ouerhani & Hügli, 2000; Jost et al., 2004; Hügli et al., 2005). By mod-
eling the response of border ownership cells to depth edges, we
enforce an additional constraint on how depth information is to be
combined with 2D information in order to produce proto-objects
and the resulting salient points of the image.

Each channel is processed independently of the others by the
same grouping mechanism, and then combined through a series
of normalization operators, which allow for competition between
proto-objects of similar scale and feature. The final feature map
is obtained by scaling each map to a common scale (approximately
the middle level of the image pyramid), and then performing a
pixel-wise addition across scales. The different feature conspicuity
maps are then normalized again and linearly combined with equal
weights to form the proto-object saliency map S. When depth
information is used, we use a linear combination of 80% 2D fea-
tures, split equally among intensity, color, and orientation, and
20% depth features to form the depth-added proto-object saliency
map Sd. Obviously, this fraction can be modified but we found that
results do not critically depend on its choice (see also Section 5).

4. Results

We evaluate the performance of our model by comparing our
generated saliency maps with ground truth data in the form of
human eye fixations. Different from many other studies, we tested
our model with a whole battery of metrics that were not necessar-
ily chosen to give good results. We did this in order to provide a
more complete picture of the model’s overall performance. Riche,
Duvinage, Mancas, Gosselin, and Dutoit (2013) have suggested that
at least three different metrics are needed to fairly evaluate a given
model. To ensure that our results do not depend on the use of a
specific evaluation method, we use a battery of commonly used
saliency metrics: area under the curve (AUC), Pearson’s linear
cross-correlation (PLCC), normalized scanpath saliency (NSS), sim-
ilarity (SIM), earth-mover’s distance (EMD), and the Kullback–Lei-
bler divergence (KLD). For a recent review see Riche et al. (2013),
the following is a brief description of the metrics.

KLD, EMD, PLCC, and SIM are distribution-based metrics that
measure the similarity/dissimilarity between two distributions
(in our case, between the distribution of human eye fixations and
of the salient points as predicted by the model). Larger values of
KLD and EMD indicate a larger overall difference between the
two distributions, while a value of zero indicates that the two dis-
tributions are not systematically different from each other. PLCC
and SIM are bounded values, where a value of unity indicates that
the two distributions are identical, while a value of zero indicates
that the distributions are completely uncorrelated (PLCC can also
be negative, indicating a negative correlation between the two dis-
tributions). AUC is a location-based metric, a measure borrowed
from signal-detection theory. An equal number of fixated and ran-
dom pixels are first chosen from the saliency map. A threshold is
then applied to the saliency map, which acts as a classifier, with
all saliency points above threshold considered ‘‘fixated”, and all
saliency points below threshold considered ‘‘background”. For each
threshold value, we can then determine a true positive rate and a
false positive rate based on the ground truth eye fixation map,
which allows us to generate a Receiver–Operator Characteristic
(ROC) curve and calculate the corresponding Area Under the Curve
(AUC) metric. An ideal score is unity while a random classification
gives a score of 0.5 and systematic mis-classifications result in
values between 0 and 0.5. NSS is a value-based metric, which
compares predicted saliency values with the corresponding eye
fixation maps. NSS effectively measures the average number of
standard deviations that the predicted salient points are above
the global mean of the saliency map, with larger values indicating
fixated points having a higher saliency as predicted by the model.

With the exception of the KLDmetric, the code for all evaluation
metrics can be found online on the MIT Saliency Benchmark web-
page (Judd, Durand, & Torralba, 2012). The metrics compare the
saliency map with either the binary fixation maps that contain
the locations of all eye fixations of all participants without smooth-
ing, or the continuous fixation density maps (smoothed averages of
fixations). For the datasets we used, both continuous and binary
fixation data were either included with the dataset, could be gen-
erated from the raw eye tracking data, or were obtained through
correspondence with the authors that collected the data. Fixation
density maps were used with the PLCC, SIM, KLD, and EMDmetrics
and binary fixation maps with the AUC and NSS metrics.

To determine whether the addition of depth information
improves performance of the base 2D saliency model, we per-
formed two-tailed, paired Student t-tests, with a significance level
of a ¼ 0:05. To adjust for multiple comparisons and the depen-
dence between saliency metrics, we applied a Benjamini–Hoch-
berg correction (Benjamini & Hochberg, 1995) to control the false
discovery rate (q ¼ 0:05). Table 1 summarizes the results of our
model with and without depth information for the different 3D
eye tracking datasets. We also report adjusted p-values in the
table.

For all three datasets, adding depth information (‘‘2D model
+ depth” compared to ‘‘2D model only” in Table 1) improved the
model’s prediction of perceptual saliency in terms of eye fixations.
At least three, and sometimes more of the six metrics with and
without depth information differed in a statistically significant
manner (p < 0:05 for the NUS-3D and NCTU-3D datasets, and
p < 0:10 for the Gaze-3D dataset), although which of the metrics
reached significance varied between datasets.

For the NUS-3D dataset, adding depth information improved
the PLCC, SIM, AUC, and NSS metrics for both the 2D and 3D view-
ing conditions (p < 0:05, see Table 1 for the associated test statis-
tics and p-Values). The EMD and KLD metrics showed
improvement that was not statistically significant or no improve-
ment, respectively. For the Gaze-3D dataset, adding depth informa-
tion improved each of the metrics, but this improvement was not
statistically significant at the chosen alpha level (p > 0:05). We
note here that our model outperforms a previous model (in terms
of the PLCC, AUC, and KLD metrics) that was evaluated using the
same dataset (Wang et al., 2013). We also note that at the higher
significance level used in that study, the improvement in the PLCC,
SIM, and KLD metrics are statistically significant (p < 0:10). For the
NCTU-3D dataset, adding depth information significantly improved
the PLCC, AUC, and NSS metrics (p < 0:05), and also improved the
SIM and KLD metrics but, again, these did not reach statistical sig-
nificance. The EMD metric increased with depth information, indi-
cating a greater difference between the distribution of salient
points predicted by the model and the eye fixations, but this differ-
ence was not significant.

A special case is the NUS-3D dataset for which eye tracking data
from a 2D viewing condition is also available. In this case, partici-
pants viewed the images binocularly without stereoscopic depth
cues (identical input presented to both eyes) but monocular cues
(like occlusion, shading, extremal edges, T-junctions, etc.)
remained available. While depth information plays an important
role in the computation of proto-object representations in our
model, it does not take into account other monocular depth cues.
By comparing the fixation prediction performance of the model
when it has access to depth information compared to when it does
not (the first and second line of Table 1, respectively), we can
assess the importance of monocular cues not included in the
model. Results reveal significant differences for four of the six met-
rics (PLCC, SIM, AUC, and NSS, p < 0:05). As a result, we conclude



Table 1
Depth information improves saliency prediction on 3D eye tracking datasets. A double asterisk (⁄⁄) and boldface type indicate that the performance of the model with depth
information differs significantly from that of the corresponding 2D model, in the row immediately above it (paired t-test with Benjamini-Hochberg correction for multiple
comparisons, p < 0:05). Similarly, a asterisk (⁄) indicates that the performance of the model with and without depth information differs significantly, but at a higher alpha level
(p < 0:10). The value of the t-test statistic (t), the degrees of freedom (df), and the adjusted p-values (p-Value) are also reported here.

Eyetracking dataset Saliency metrics

PLCC SIM AUC NSS EMD KLD

NUS-3D 2D model only (2D fixations) 0.349 0.305 0.769 1.036 2.917 1.485
2D model + depth (2D fixations) 0.359⁄⁄ 0.307⁄⁄ 0.774⁄⁄ 1.068⁄⁄ 2.913 1.485
t(df) 6.58(599) 3.75(599) 4.99(599) 6.75(599) �0.40(599) 0.02(599)
p-Value 3.00 � 10�10 2.87 � 10�4 7.10 � 10�6 2.04 � 10�10 0.831 0.988
2D model only (3D fixations) 0.336 0.289 0.772 1.046 2.987 1.559
2D model + depth (3D fixations) 0.347⁄⁄ 0.291⁄⁄ 0.777⁄⁄ 1.080⁄⁄ 2.980 1.559
t(df) 6.75(599) 4.20(599) 5.27(599) 7.08(599) �0.68(599) �0.33(599)
p-Value 1.04 � 10�10 4.65 � 10�5 2.05 � 10�7 2.50 � 10�11 0.600 0.742

Gaze-3D 2D model only 0.535 0.682 0.699 0.720 2.108 0.327
2D model + depth 0.552⁄ 0.688⁄ 0.705 0.743 2.060 0.312⁄

t(df) 2.18(17) 2.74(17) 1.79(17) 1.53(17) �0.98(17) �2.36(17)
p-Value 0.086 0.084 0.137 0.174 0.342 0.086

NCTU-3D 2D model only 0.473 0.513 0.760 1.052 3.751 0.755
2D model + depth 0.479⁄⁄ 0.514 0.764⁄⁄ 1.071⁄⁄ 3.761 0.755
t(df) 2.35(474) 1.04(474) 2.84(474) 3.1304(474) 0.76(474) <10�3(474)
p-Value 0.038 0.446 0.014 0.011 0.540 0.999
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that monocular depth cues play an important role for saliency pre-
diction and that future models will likely benefit from including
their influence.

Overall, incorporating depth into our proto-object based sal-
iency model improved performance across all three tested data-
sets, as measured by different metrics that are sensitive to
different components of the data. It should be noted that the effect
of adding depth information is relatively small, which may point to
the relative importance of traditional 2D features in visual saliency.
In our model, depth information generally helps with perceptual
saliency prediction, although the degree to which it does may vary
greatly based on image content. We provide additional reasons for
why the absolute size of the effect is small in Section 5.

5. Discussion

For all 3D datasets, we found that incorporating binocular depth
information in our model resulted in a small, but statistically sig-
nificant improvement in perceptual saliency prediction on most
of the evaluation metrics.

For the NUS-3D saliency dataset, adding depth information
improved performance of the proto-object based saliency model
for both 2D and 3D viewing conditions. The results for the 2D view-
ing condition agree with the previous finding that incorporating
depth information gained from monocular depth cues can improve
2D saliency prediction (Ramenahalli & Niebur, 2013). In that study,
however, depth information was inferred from the 2D image using
theMake3D algorithm (Saxena, Sun, & Ng, 2009), which computes a
depthmap from a 2D image, while in the current work, depth infor-
mation is directly collected with the Kinect sensor.

Although our model performance does not exceed that of previ-
ously reported results on the NUS-3D dataset (Lang et al., 2012) or
the NCTU-3D dataset (Ma & Hang, 2015), our model has the advan-
tage of being a straightforward extension of an existing 2D model
(Russell et al., 2014) which is based on biologically realistic fea-
tures of early and intermediate primate vision. Importantly, differ-
ent from previous work, our model does not rely on learning novel
depth priors or, for that matter, learning anything from a training
set of images. This has at least two advantages. First, we eliminate
the time and computational effort needed for training, which
typically scales with the number of images and/or the number of
features chosen to be learned. Second, using depth information in
a way that combines 2D Gestalt cues with depth cues is a
mechanism of general validity, and therefore we believe that our
model is applicable to a wide range of natural images, not just
those included in the training datasets, or images similar to those.
We also note that our model does extremely well on the Gaze-3D
dataset, significantly outperforming the best previously reported
results. This indicates that the proto-object based saliency model
may be able to capture perceptual saliency more successfully than
other 2D saliency models that are purely feature-based. However,
we note that model performance even without the depth informa-
tion is very good. While depth information does help in the predic-
tion of eye fixations, its contribution is relatively small compared
to that from 2D features and not statistically significant at the cho-
sen alpha level (a ¼ 0:05).

We combined the 2D and 3D features with a 4:1 ratio of 2D fea-
tures to 3D features, meaning a weight of 20% on the depth infor-
mation and of 80% on the traditional 2D features. In contrast, Wang
et al. (2013) used a ratio of 1:1 for weighting 2D features and depth
information, giving depth information the same importance as the
combination of all 2D features. In our experience, at least for con-
ditions under which the three data sets that we have access to
were collected, the contribution of depth information is compara-
ble to some of the 2D submodalities, but substantially smaller than
the combination of all 2D submodalities. Informal parametric stud-
ies showed that although the assignment of detailed relative
weights is not critical, a clear dominance of 2D over depth informa-
tion gave the best results.

The performance enhancement due to adding the depth channel
results is significant but its absolute value is small. One reason for
the small size of the effect could be the long viewing times which
were, for the three datasets used, in the range of 4–15 s. With these
relatively long viewing times, 2D features may play a more critical
role in directing the participants’s gaze, compared to the role of 3D
features, whichmay bemore important early in the viewing period.
Indeed, others have shown time-dependent influences of the 2D
and 3D features on saliency prediction (Gautier & Le Meur, 2012).

We also did not divide our images based on the depth range or
depth-of-field, which have been shown to be important factors in
determining to what extent depth information can influence visual
attention (Lang et al., 2012). It is possible that large depth
differences are disproportionately salient, but large differences
can only occur in images with a large depth of field. Similarly, depth
information may be particularly advantageous in highly-textured
scenes, where 2D cues are not enough to perform segmentation
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of proto-objects. Ma and Hang (2015) present examples of images
where depth information may help participants to segment objects
among highly-textured backgrounds, or among objects that are not
located at the center of the image.

A third reason why the absolute size of the 3D effect is small
may be the presence of common surfaces in the images, which
can influence the perception of metric depth. Several previous psy-
chophysical studies have shown that perceived binocular depth
can be affected by a common surface (McKee, 1983; Glennerster
& McKee, 1999; He & Ooi, 2000). Importantly, a recent result shows
that perceived absolute distance to objects on the ground surface is
not different between monocular and binocular viewing conditions
(Ooi & He, 2015). Binocular disparity may only play a critical role in
perceiving absolute distance of a target in midair. Given that many
objects rest on surfaces, binocular disparity information may not
be needed – the relative depth of objects along a perceived com-
mon surface under 2D viewing conditions may be sufficient. It is
then possible that the small absolute size of the 3D effect is due
to the fact that many of the images in the datasets are natural sce-
nes that carry common surfaces, such as the ground, floor, walls,
etc. (see Fig. 1). This provides further evidence for the important
role of surfaces defined either monocularly or binocularly for the
perceptual organization of visual scenes (He & Nakayama, 1992,
1995; Hu et al., 2015).

Our proto-object based model operates at intermediate stages
of vision, where perceptual organization of the visual scene is
thought to occur. In contrast, other 3D saliency models use only
low-level visual features, or incorporate additional semantically
important cues that may only be found in higher visual areas.
These other models either treat depth as an early feature which
can be combined multiplicatively or additively with the 2D sal-
iency map, or they include other features (such as human face
and body detection, e.g. Cerf, Harel, Einhäuser, & Koch, 2008) as a
means to improve performance. We believe that while adding
these other features can improve model performance in many
cases, intermediate stages of vision are critical for transforming
low-level visual features into higher-level object representations
that form the basis for further visual processing and allocation of
attention. We show that by incorporating depth information as
an additional cue into the grouping mechanism, we can more accu-
rately predict where participants will fixate within a scene (i.e. as a
marker of perceptual saliency). This is because binocular depth
provides unambiguous information about the location and border
ownership of object edges, which can be used for the perceptual
organization of the scene in terms of proto-objects.

There has been some debate as to whether the computation of
visual saliency is feature-based or object-based. Feature-based
models rely on low-level feature contrast to generate a saliency
map (e.g. Itti et al., 1998; Walther & Koch, 2006). Object-based sal-
iency models, instead, start from the assumption that objects, and
not necessarily their constituent features, are what is needed for
determining the salient regions of an image and are the primary
driver of fixations (Einhäuser et al., 2008; Nuthmann &
Henderson, 2010; Stoll, Thrun, Nuthmann, & Einhäuser, 2015).
Related to this debate has been confusion in the literature sur-
rounding the term ‘‘proto-object”. A distinction must be made
between the Walther and Koch (2006) concept of proto-objects
and the proto-objects described in this work. The Walther and
Koch (2006) model defines proto-objects purely based on individ-
ual low-level features. In contrast, the proto-objects in our model
are represented by grouping cells whose activity is not only a func-
tion of individual features, but also captures Gestalt principles that
underlie perceptual organization. Grouping cell receptive fields
represent the co-circular arrangement of object edges, which,
when combined across features and scales, generates peaks of
activity near the center of objects.
Support for object-based models comes from the analysis of fix-
ation locations within objects. Fixations are well described by a
two-dimensional Gaussian distribution with its mean biased
towards the center of the object, which represents the preferred
viewing location (PVL) of the object (Nuthmann & Henderson,
2010). Critically, proto-objects computed solely in terms of low-
level features without the influence of Gestalt cues (Walther &
Koch, 2006) do not exhibit a central PVL. In contrast, the proto-
objects in our model integrate low-level feature information from
different spatial locations and scales, such that their final activity is
biased towards the center of closed, convex objects. As a result,
previous experimental results that cast doubt on the role of
feature-based saliency (Einhäuser et al., 2008; Nuthmann &
Henderson, 2010; Stoll et al., 2015) do not rule out our proto-
object based model, but rather support it. A direct comparison of
the proto-objects in our model with real objects is still lacking,
so it remains to be seen whether these proto-objects exhibit a cen-
tral PVL, which is an area of future research. We believe our model
fits most closely with the definition of proto-objects by Rensink
(2000), as providing both a feedforward measure of objecthood
and a ‘‘handle” for top-down processes. Saliency is then a function
of proto-objects, and proto-objects may also causally drive atten-
tion. For a more detailed discussion of this issue, we refer the
reader to Russell et al. (2014).

Our results show that depth information can help improve sal-
iency prediction in both 2D and 3D viewing conditions, especially
in a proto-object based model where depth information can be
seamlessly integrated with Gestalt information arising from tradi-
tional 2D features. Our model makes use of 2D and 3D information
in order to form proto-objects, which are an important first step in
the perceptual organization of the visual scene. Within our model-
ing framework, these proto-objects are parts of the visual scene in
which tentative objects may be found, which are also salient
regions which attract attention. We believe these proto-objects
allow for further guidance of bottom-up attention and our results
show that they correlate with participants’ eye fixations. The
improvements with the addition of depth information are small,
but statistically significant, and robust to different types of images
and evaluation metrics. The small differences in performance point
to the importance of the 2D features that have traditionally been
used to model visual attention. We therefore believe that depth
helps, but typically does not supplant, traditional 2D features in
determining visual saliency in a 3D scene.

6. Conclusion

We introduce a new proto-object based saliency model which
makes use of information about 3D depth to segment natural
scenes. Our model is an extension of previous models in 2D and it
is constructed from first principles, without relying on learning of
depth priors or depth features; it does not require any training.
The model is biologically-inspired, with the computations needed
being directly mapped to neural mechanisms that have been found
in the brain. Using data from three separate 3D eye tracking data-
sets, we show that depth information improves performance in a
robust manner using a number of evaluation metrics. Although
proto-objects are largely formed based on 2D features, the added
depth information has clear benefits in improving performance of
themodel in terms of predicting the location of human eyefixations.

Acknowledgments

This work is supported by the Office of Naval Research under
Grant N000141010278 and the National Institutes of Health under
Grant R01EY016281-02. We would like to thank Tam Nguyen,
Romuald Pépion, and Chi-Yao Ma for helpful discussions about



B. Hu et al. / Vision Research 119 (2016) 42–49 49
their code and datasets, and Rüdiger von der Heydt for sharing his
deep insights on vision with us.
References

Benjamini, Y., & Hochberg, Y. (1995). Controlling the false discovery rate: A practical
and powerful approach to multiple testing. Journal of the Royal Statistical Society.
Series B (Methodological), 289–300.

Borji, A., & Itti, L. (2013). State-of-the-art in visual attention modeling. IEEE
Transactions on Pattern Analysis and Machine Intelligence.

Borji, A., Sihite, D. N., & Itti, L. (2013). Objects do not predict fixations better than
early saliency: A re-analysis of einhäuser et al.’s data. Journal of Vision, 13(10),
18.

Bruce, N. D., & Tsotsos, J. K. (2005). An attentional framework for stereo vision. In
2005 Proceedings. The 2nd canadian conference on computer and robot vision
(pp. 88–95). IEEE.

Cerf, M., Harel, J., Einhäuser, W., & Koch, C. (2008). Predicting human gaze using
low-level saliency combined with face detection. Advances in Neural Information
Processing Systems, 20, 241–248.

Craft, E., Schütze, H., Niebur, E., & von der Heydt, R. (2007). A neural model of figure-
ground organization. Journal of Neurophysiology, 97(6), 4310–4326. PMID:
17442769.

Einhäuser, W., Spain, M., & Perona, P. (2008). Objects predict fixations better than
early saliency. Journal of Vision, 8(14), 1–26.

Gautier, J., & Le Meur, O. (2012). A time-dependent saliency model combining
center and depth biases for 2d and 3d viewing conditions. Cognitive
Computation, 4(2), 141–156.

Glennerster, A., & McKee, S. (1999). Bias and sensitivity of stereo judgements in the
presence of a slanted reference plane. Vision Research, 39(18), 3057–3069.

He, Z. J., & Nakayama, K. (1992). Surfaces versus features in visual search. Nature,
359, 231–233. PMID: 1528263.

He, Z. J., & Nakayama, K. (1995). Visual attention to surfaces in three-dimensional
space. Proceedings of the National academy of Sciences of the United States of
America, 9(24), 11155–11159. PMID: 7479956.

He, Z. J., & Ooi, T. L. (2000). Perceiving binocular depth with reference to a common
surface. Perception-London, 29(11), 1313–1334.

Heitger, F., & von der Heydt, R. (1993). A computational model of neural contour
processing: Figure-ground segregation and illusory contours. In Proceedings of
the 4th international conference on computer vision (pp. 32–40). IEEE Computer
Society Press.

Hu, B., von der Heydt, R., & Niebur, E. (2015). A neural model for perceptual
organization of 3d surfaces. In IEEE CISS-2015 49th annual conference on
information sciences and systems (pp. 1–6). Baltimore, MD: IEEE Information
Theory Society.

Hubel, D., & Wiesel, T. (1962). Receptive fields, binocular interaction and functional
architecture in the cat’s visual cortex. Journal of Physiology, 160, 106–154.

Hügli, H., Jost, T., & Ouerhani, N. (2005). Model performance for visual attention in
real 3d color scenes. In Artificial intelligence and knowledge engineering
applications: A bioinspired approach (pp. 469–478). Springer.

Huynh-Thu, Q., & Schiatti, L. (2011). Examination of 3d visual attention in
stereoscopic video content. In IS&T/SPIE electronic imaging. International
Society for Optics and Photonics, pp. 78650J–78650J.

Itti, L., Koch, C., & Niebur, E. (1998). A model of saliency-based fast visual attention
for rapid scene analysis. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 20(11), 1254–1259.

Jansen, L., Onat, S., & König, P. (2009). Influence of disparity on fixation and saccades
in free viewing of natural scenes. Journal of Vision, 9(1), 29.

Jost, T., Ouerhani, N., von Wartburg, R., Müri, R., & Hügli, H. (2004). Contribution of
depth to visual attention: Comparison of a computer model and human. In:
Proceedings. Early cognitive vision workshop (pp. 1–4).

Judd, T., Durand, F., & Torralba, A. (2012). A benchmark of computational models of
saliency to predict human fixations. In: MIT Technical Report.

Koch, C., & Ullman, S. (1985). Shifts in selective visual attention: Towards the
underlying neural circuitry. Human Neurobiology, 4, 219–227.

Lang, C., Nguyen, T. V., Katti, H., Yadati, K., Kankanhalli, M., & Yan, S. (2012). Depth
matters: Influence of depth cues on visual saliency. In Computer vision–ECCV
2012 (pp. 101–115). Springer.

Le Callet, P., & Niebur, E. (2013). Visual attention and applications in multimedia
technologies. IEEE Proceedings, 101(9), 2058–2067. NIHMS539064.

Ma, C.-Y., & Hang, H.-M. (2015). Learning-based saliency model with depth
information. Journal of Vision, 15(6), pp. 19–19.

McKee, S. P. (1983). The spatial requirements for fine stereoacuity. Vision Research,
23(2), 191–198.

Mihalas, S., Dong, Y., von der Heydt, R., & Niebur, E. (2011). Mechanisms of
perceptual organization provide auto-zoom and auto-localization for attention
to objects. Proceedings of the National Academy of Sciences, 108(18), 7583–7588.
PMC3088583.

Mishra, A. K., Shrivastava, A., & Aloimonos, Y. (2012). Segmenting simple objects
using rgb-d. In 2012 IEEE international conference on robotics and automation
(ICRA) (pp. 4406–4413). IEEE.

Niebur, E., & Koch, C. (1996). Control of selective visual attention: Modeling the
‘‘where” pathway. In D. S. Touretzky, M. C. Mozer, & M. E. Hasselmo (Eds.).
Advances in neural information processing systems (Vol. 8, pp. 802–808).
Cambridge, MA: MIT Press.

Nuthmann, A., & Henderson, J. M. (2010). Object-based attentional selection in
scene viewing. Journal of Vision, 10(8), 20.

Ooi, T. L., & He, Z. J. (2015). Space perception of strabismic observers in the real
world environment. Investigative Ophthalmology & Visual Science, 56(3),
1761–1768.

Ouerhani, N., & Hügli, H. (2000). Computing visual attention from scene depth. 2000
Proceedings. 15th international conference on pattern recognition (Vol. 1,
pp. 375–378). IEEE.

Palmer, S., & Ghose, T. (2008). Extremal edge – A powerful cue to depth perception
and figure-ground organization. Psychological Science, 19(1), 77.

Parkhurst, D., Law, K., & Niebur, E. (2002). Modelling the role of salience in the
allocation of visual selective attention. Vision Research, 42(1), 107–123.

Poggio, G., & Poggio, T. (1984). The analysis of stereopsis. Annual Review of
Neuroscience, 7, 379–412.

Poggio, G. F., Gonzalez, F., & Krause, F. (1988). Stereoscopic mechanisms in monkey
visual cortex: Binocular correlation and disparity selectivity. The Journal of
Neuroscience, 8(12), 4531–4550.

Qiu, F. T., Sugihara, T., & von der Heydt, R. (2007). Figure-ground mechanisms
provide structure for selective attention. Nature Neuroscience, 10(11),
1492–1499.

Qiu, F. T., & von der Heydt, R. (2005). Figure and ground in the visual cortex: V2
combines stereoscopic cues with gestalt rules. Neuron, 47, 155–166.

Ramenahalli, S., Mihalas, S., & Niebur, E. (2011). Extremal edges: Evidence in natural
images. In IEEE CISS-2011, 45th annual conference on information sciences and
systems (pp. 1–6). Baltimore, MD: IEEE Information Theory Society.

Ramenahalli, S., Mihalas, S., & Niebur, E. (2012). Figure-ground classification based
on spectral properties of boundary image patches. In IEEE CISS-2012, 46th
annual conference on information sciences and systems (pp. 1–6). Princeton, NJ:
IEEE Information Theory Society.

Ramenahalli, S., Mihalas, S., & Niebur, E. (2014). Local spectral anisotropy is a valid
cue for figure-ground organization in natural scenes. Vision Research, 103,
116–126.

Ramenahalli, S., & Niebur, E. (2013). Computing 3D saliency from a 2D image. In:
2013 47th Annual conference on information sciences and systems (CISS) (pp. 1–5).

Rensink, R. A. (2000). The dynamic representation of scenes. Visual Cognition, 7(1/2/
3), 17–42.

Riche, N., Duvinage, M., Mancas, M., Gosselin, B., & Dutoit, T. (2013). Saliency and
human fixations: State-of-the-art and study of comparison metrics. In 2013 IEEE
international conference on computer vision (ICCV) (pp. 1153–1160). IEEE.

Russell, A. F., Mihalas, S., von der Heydt, R., Niebur, E., & Etienne-Cummings, R.
(2014). A model of proto-object based saliency. Vision Research, 94, 1–15.

Saxena, A., Sun, M., & Ng, A. Y. (2009). Make3d: Learning 3d scene structure from a
single still image. IEEE Transactions on Pattern Analysis and Machine Intelligence,
31(5), 824–840.

Scharstein, D., & Pal, C. (2007). Learning conditional random fields for stereo. In IEEE
conference on computer vision and pattern recognition, 2007. CVPR’07 (pp. 1–8).
IEEE.

Stoll, J., Thrun, M., Nuthmann, A., & Einhäuser, W. (2015). Overt attention in natural
scenes: Objects dominate features. Vision Research, 107, 36–48.

Tsotsos, J. K. (1990). Analyzing vision at the complexity level. Behavioral and Brain
Sciences, 13, 423–469.

Urvoy, M., Barkowsky, M., Cousseau, R., Koudota, Y., Ricorde, V., Le Callet, P.,
Gutierrez, J., Garcia, N., et al. (2012). Nama3ds1-cospad1: Subjective video
quality assessment database on coding conditions introducing freely available
high quality 3d stereoscopic sequences. In 2012 fourth international workshop on
quality of multimedia experience (QoMEX) (pp. 109–114). IEEE.

Walther, D., & Koch, C. (2006). Modeling attention to salient proto-objects. Neural
Networks, 19, 1395–1407.

Wang, J., DaSilva, M. P., LeCallet, P., & Ricordel, V. (2013). Computational model of
stereoscopic 3d visual saliency. IEEE Transactions on Image Processing, 22(6),
2151–2165.

Werlberger, M., Trobin, W., Pock, T., Wedel, A., Cremers, D., & Bischof, H. (2009).
Anisotropic Huber-L1 optical flow. In: Proceedings of the British machine vision
conference (BMVC), London, UK.

Yarbus, A. (1967). Eye movements and vision. New York: Plenum Press.
Zhou, H., Friedman, H. S., & von der Heydt, R. (2000). Coding of border ownership in

monkey visual cortex. Journal of Neuroscience, 20(17), 6594–6611. PMID:
10964965.

http://refhub.elsevier.com/S0042-6989(15)00370-3/h0005
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0005
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0005
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0010
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0010
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0015
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0015
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0015
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0020
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0020
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0020
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0025
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0025
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0025
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0030
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0030
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0030
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0035
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0035
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0040
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0040
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0040
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0045
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0045
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0050
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0050
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0055
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0055
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0055
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0060
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0060
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0065
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0065
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0065
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0065
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0070
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0070
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0070
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0070
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0075
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0075
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0080
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0080
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0080
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0085
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0085
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0085
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0090
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0090
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0090
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0095
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0095
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0110
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0110
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0115
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0115
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0115
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0120
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0120
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0125
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0125
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0130
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0130
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0135
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0135
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0135
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0135
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0140
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0140
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0140
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0145
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0145
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0145
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0145
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0145
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0150
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0150
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0155
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0155
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0155
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0160
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0160
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0160
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0165
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0165
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0170
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0170
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0175
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0175
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0180
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0180
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0180
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0185
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0185
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0185
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0190
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0190
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0195
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0195
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0195
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0200
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0200
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0200
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0200
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0205
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0205
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0205
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0215
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0215
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0220
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0220
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0220
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0225
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0225
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0230
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0230
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0230
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0235
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0235
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0235
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0240
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0240
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0245
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0245
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0250
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0250
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0250
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0250
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0250
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0255
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0255
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0260
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0260
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0260
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0270
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0275
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0275
http://refhub.elsevier.com/S0042-6989(15)00370-3/h0275

	A proto-object based saliency model in three-dimensional space
	1 Introduction
	2 Related work
	2.1 Models of 3D visual attention
	2.2 3D eyetracking datasets

	3 Model
	4 Results
	5 Discussion
	6 Conclusion
	Acknowledgments
	References


